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Characterization vs. OLAP

Similarity:

— P ttiresentation of d t a a summaritiza on at multilp el l eve s of

abstraction.

— Interactive Interactive drilling pivoting drilling, pivoting, slicing slicing and dicing.
» Differences:

— Automated desired level allocation. allocation.

— Dimension relevance analysis and ranking when there are

many relevant dimensions.

— Sophisticated typing on dimensions and measures.

— Analytical characterization: data dispersion analysis.




Attribute Relevance Analysis

Why?

— Which dimensions should be included?

— How high level of generalization?

— Automatic vs. interactive

— Reduce # attributes; easy to understand patterns

* What?

— statistical method for preprocessing data

« filter out irrelevant or weakly relevant attributes

* retain or rank the relevant relevant attributes attributes
— relevance related to dimensions and levels

— analytical characterization, analytical comparison




Attribute relevance analysis

Data Collection

* Analytical Generalization

* Use information gain analysis to identify highly
relevant dimensions and levels.

* Relevance Analysis

 Sort and select the most relevant dimensions and
levels.

* Attribute-oriented Induction for class description
— On selected dimension/level dimension/level

— OLAP operations (drilling, slicing) on relevance rules



Relevance Measures

Quantitative relevance measure determines

the cl if i assifying power of an attribute wi hitn a
set of data.

* Methods

— information gain (ID3)

— gain ratio (C4.5)

— gini index

— [J2 contingency table statistics

— uncertainty coefficient



Information-Theoretic Approach

Decision tree

— each internal node tests an attribute

— each branch corresponds to attribute value

— each leaf node assigns a classification

+ ID3 algorithm

— build decision tree based on training objects with known
class labels to classify classify testing testing objects objects
— rank attributes with information gain measure

— minimal height

* the least number of tests to classify an object



Multiple Choice Question

1. Various visualization techniques are used 4. Is used to proceed from very specific
in step of KDD. knowledge to more general information.

a) selection a) Induction

b) transformaion b) Compression.

c) data mining. c) Approximation.

d) interpretation. d) Substitution.

2. Extreme values that occur infrequently are 5. Describing some characteristics of a set of data by

called as : a general model is viewed as

a) outliers a) Induction

b) rare values. b) Compression

c) dimensionality reduction. c) Approximation

d) All of the above. d) Summarization

3. Box plot and scatter diagram techniques
are :

a) Graphical

b) Geometric

c) Icon-based.

d) Pixel-based.
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