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Top-Down Induction of Decision Tree

Attributes = {Outlook, Temperature, Humidity, Wind}
PlayTennis = {yes, no}

Outlook

no yes no yes



Example1: Analytical Characterization

Task

— Mine general characteristics characteristics describing graduate students describing graduate students
using analytical characterization

» Given

— attributes name, gender, major, birth_place, birth_date,

phone#, and gpa

— Gen(ai) = concept hierarchies on ai

— Ui = attribute analytical thresholds for ai

— Ti = attribute generalization thresholds for ai

— R = attribute relevance threshold



Example2: Analytical Characterization

Data collection

— target class: graduate student class: graduate student
— contrasting class: undergraduate student

« 2. Analytical generalization using Uiy g

— attribute removal

* remove name and phone#

— attribute generalization

* generalize major, birth_place, birth_date and gpa

» accumulate counts

— candidate relation: gender, major, birth_country,

age_range and gpa



Example: Analytical characterization

gender | major birth_country | age range | gpa count
M Science Canada 20-25 Very good |16
F Science Foreign 25-30 Excellent 22
M Engineering | Foreign 25-30 Excellent 18
F Science Foreign 25-30 Excellent 25
M Science Canada 20-25 Excellent 21
F Engineering | Canada 20-25 Excellent 18

Candidate relation for Target class:

Graduate students (2=120)

M Science Foreign <20 Very good |18
F Business Canada <20 Fair 20
M Business Canada <20 Fair 22
F Science Canada 20-25 Fair 24
M Engineering | Foreign 20-25 Very good |22
F Engineering | Canada <20 Excellent 24

Candidate relation for Contrasting class: Undergraduate students (2=130)




Multiple Choice Question

1. Various visualization techniques are used 4. Is used to proceed from very specific
in step of KDD. knowledge to more general information.

a) selection a) Induction

b) transformaion b) Compression.

c) data mining. c) Approximation.

d) interpretation. d) Substitution.

2. Extreme values that occur infrequently are 5. Describing some characteristics of a set of data by

called as : a general model is viewed as

a) outliers a) Induction

b) rare values. b) Compression

c) dimensionality reduction. c) Approximation

d) All of the above. d) Summarization

3. Box plot and scatter diagram techniques
are :

a) Graphical

b) Geometric

c) Icon-based.

d) Pixel-based.




Example2: Analytical characterization

* 3. Relevance analysis

— Calculate expected info required to classify an arbitrary
tuple

s ) RTTHHED) e g A g 220

— 0.9988
250 22258 250 2’250

— Calculate entropy of each attribute: e.g. major

For major="Science " $11=84 |/ $,,=42 1(s11,87;)=0.9183

For major="Engineering’": S;=36/ $,,=46 1(s12,522)=0.9892

For major="Business " S;13=0 S»3=42 1(513,823)=0
Number of grad

Number of undergrad
students 1n “Science”

students 1n “Science”
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