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Loess Curve

Adds a smooth curve to a scatter plot in order to provide provide better perception of the pattern of dependence
* Loess curve is fitted by setting two parameters: parameters: a
smoothing parameter, and the degree of the

polynomials that are fitted by the regression
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Graphic Displays of Basic Statistical Descriptions

Histogram

* Boxplot

* Quantile plot: each value xi is paired with fi indicating that
approximately 100 fi % of data are [J xi

* Q il uant e-quantile (g-q) | h h)) plot: graphs the quantiles of one
univariant distribution against the corresponding quantiles of
another

» Scatter plot: each pair of values is a pair of coordinates and
plotted as points in the plane

* Loess (local regression) curve: regression) curve: add a smooth curve to a
scatter plot to provide better perception of the pattern of

dependence



AO Induction vs. Learning-from- example Paradigm

Difference Difference in philosophies philosophies and basic assumptions assumptions
— Positive and negative samples in learning-from-example: positive used

for generalization, negative - for specialization

— Posi it ve sampl | i d les only in data mi i n ng: hence generali i zat on-b d ase , to
drill-down backtrack the generalization to a previous state

« Difference in methods of generalizations

— Machine learning generalizes on a tuple by tuple basis

— Data mining generalizes on an attribute by attribute basis



Comparison of Entire vs. Factored Version Space

The entire version space

graduate * science

graduate » math MLS. A science Ph.D. " sci!g?hyii

ML.S. A math Ph.D. * math M.S. " physics Ph.D. * physics
The factored version space
graduate science

math physics




Incremental and Parallel Mining of Concept Description

Incremental mining: revision based on newly added data [1DB

— Generalize [1DB to the same level of abstraction in the generalized
relation R to derive R

—Union R U R, i.e., merge counts and other statistical information to
produce a new relation R’

« Similar philosophy can be applied to data sampling, parallel

and/or distributed mining, etc.



Multiple Choice Question

1. Various visualization techniques are used 4. Is used to proceed from very specific
in step of KDD. knowledge to more general information.

a) selection a) Induction

b) transformaion b) Compression.

c) data mining. c) Approximation.

d) interpretation. d) Substitution.

2. Extreme values that occur infrequently are 5. Describing some characteristics of a set of data by

called as : a general model is viewed as

a) outliers a) Induction

b) rare values. b) Compression

c) dimensionality reduction. c) Approximation

d) All of the above. d) Summarization

3. Box plot and scatter diagram techniques
are :

a) Graphical

b) Geometric

c) Icon-based.

d) Pixel-based.
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