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16. Consider the following system of equations in three real variables x, y and z ,  2x -

y + 3z = 1,  3x- 2y + 5z = 2 , -x + 4y + z = 3 This system of equations has 

(a). no solution   (b). a unique solution

(c). more than one but a finite number of solutions

(d). an infinite number of solutions

17. How many solutions does the following system of linear equations have ?

-x + 5y = -1  ,    x - y = 2   ,    x + 3y = 3 

(a). infinitely many     (b). two distinct solutions

(c). Unique                    (d). No solutions 

18. Consider the following system of linear equations                         =   

Notice that the second and the third columns of the coefficient matrix are linearly 

dependent. For how many values of a, does this system of equations have infinitely 

many solutions? 

(a). 0                 (b). 1                 (c). 2              (d). infinitely many

Questions

2 1 4
4 3 12
1 2 8

 
  
  

x
y
z

 
 
 
  

5
7

a 
 
 
  

3



• Let A be an n × n matrix. If there is a number λ ∈ R then there is a non-zero vector 
x∈ Rn so that such that Ax = λx, then we say that λ is an eigenvalue for A, and x is 
called an eigenvector for A with eigenvalue λ.

To find the eigenvalues, eigenvectors of a given matrix  

(Ax − λx) = 0 

or                                     (A − λIn)x = 0           ………….(1)

A − λI = 0 

where I an unit matrix of order n  and the equation |A − λI | = 0 is called the 
characteristic equation of A . The roots of this equation are called the characteristic 
roots or characteristic values or eigen values . 

from the equation (1) is called the characteristic vector or eigen vector of the matrix 
A corresponding to the characteristic roots λ . 

Example : Find the eigen values and eigen vector of matrix A =

Solution : Here , |A − λI |  = 0

or       

Eigen Values & Eigen Vectors of a Matrix 
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or

Thus the eigen values if A are  2, 3, 5 

For  λ = 2,   , the eigen vector is given by                                    = 

=

x+y+4z = 0

6z = 0            z = 0

x+y+0 =0            x = -y

Let    y = k   , hence  x = -k  , and z = 0 

Hence ,            

eigen vector   =   

Similarly , for λ = 3  the eigen vector =          , for λ = 5  eigen vector  = 

Eigen Values & Eigen Vectors of a Matrix 
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